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COMBINED CUES FOR FACE DETECTION IN
COMPUTING DEVICES

BACKGROUND

Recent years have seen drastic increases in the use of
portable computing devices, such as smart phones and tablet
computers. Today’s consumers are utilizing such devices for
a wide variety of different purposes, such as to access and
search the Internet, purchase products and services, capture
and/or send digital images, compose electronic mail (email)
messages, make telephone calls and the like. Many of such
computing devices include one or more cameras that are
capable of capturing images of the user’s face, among other
things. Some devices even include software that attempts to
detect, track and/or recognize the user’s face for many difter-
ent reasons. For example, it may be useful for the device to
determine the position of the user’s face to determine whether
the user is looking at the display screen so that the device may
choose to perform various actions based on that knowledge.
In order to perform this, the device needs to first detect
whether an image (i.e., portion thereof) contains the user’s
face. However, facial detection is not a trivial task and many
conventional facial detection techniques are imperfect due to
the wide range of objects that may be contained in an image
and due to the limited time frame that is usually available for
detecting the presence of a face.

BRIEF DESCRIPTION OF THE DRAWINGS

Various embodiments in accordance with the present dis-
closure will be described with reference to the drawings, in
which:

FIG. 1 illustrates an example of a computing device being
used in the context of face detection, in accordance with
various embodiments;

FIG. 2 illustrates an example of using the shape of a face as
a cue with face detection, in accordance with various embodi-
ments;

FIG. 3 illustrates an example situation where a pair of
front-facing cameras of a computing device is capturing
image information over respective fields of views, in accor-
dance with various embodiments;

FIG. 4(a) illustrates an example of an image that could be
captured using one of the front-facing stereo cameras embed-
ded in a computing device;

FIG. 4(b) illustrates an example of another image that
could be captured using one of the front-facing stereo cam-
eras embedded in a computing device;

FIG. 4(c) illustrates an example combination image show-
ing relative position of various objects in the captured images;

FIG. 5 illustrates an example plot showing a relationship of
disparity with distance, in accordance with various embodi-
ments;

FIG. 6 illustrates an example of using stereo disparity
information as a cue for performing face detection, in accor-
dance with various embodiments;

FIG. 7 illustrates an example of a process of training a
classifier ensemble and utilizing the trained ensemble to
detect images, in accordance with various embodiments;

FIG. 8 illustrates an example of a process for combining
image and stereo disparity cues in accordance with various
embodiments;

FIG. 9 illustrates front and back views of an example
portable computing device that can be used in accordance
with various embodiments;
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FIG. 10 illustrates an example set of basic components of a
portable computing device, such as the device described with
respect to FIG. 9; and

FIG. 11 illustrates an example of an environment for imple-
menting aspects in accordance with various embodiments.

DETAILED DESCRIPTION

In the following description, various embodiments will be
illustrated by way of example and not by way of limitation in
the figures of the accompanying drawings. References to
various embodiments in this disclosure are not necessarily to
the same embodiment, and such references mean at least one.
While specific implementations and other details are dis-
cussed, it is to be understood that this is done for illustrative
purposes only. A person skilled in the relevant art will recog-
nize that other components and configurations may be used
without departing from the scope and spirit of the claimed
subject matter.

Systems and methods in accordance with various embodi-
ments of the present disclosure may overcome one or more of
the aforementioned and other deficiencies experienced in
conventional approaches for analyzing image data to detect
objects and features, such as a user’s face. In particular,
various approaches discussed herein enable a computing
device, such as a phone or tablet computer, to utilize a number
of cues to detect the presence of a face (or head) in an image
captured by a camera of the computing device. The cues may
include the elliptical shape of the face, the stereo disparity
signature of the face, color or image brightness, among oth-
ers. The facial detection may be performed using a supervised
learning or ensemble-based approach, for example, such as
may utilize a boosted classifier ensemble that has been trained
using a plurality of images that are known (i.e., have been
previously identified) to contain faces. The classifier
ensemble can combine a number of different cues, such as the
elliptical shape and/or stereo disparity signature, to be used
for detecting faces within an image.

In the past, much of conventional face detection has been
based on boosted classifier ensemble based approaches, such
as the Viola-Jones object detection framework. The Viola-
Jones framework is a technique proposed in 2001 by Paul
Viola and Michael Jones to detect objects such as faces. This
technique is efficient as it provides object detection rates in
real-time or near real-time. Viola-Jones detection uses image
gradient cues by implementing Haar wavelet computation.
Haar wavelets are features that are employed by the Viola-
Jones framework to detect objects. Haar wavelets are deter-
mined by computing sums of image pixels within rectangular
areas. The object detection framework also employs a variant
of the learning algorithm AdaBoost to both select the best
features (i.e., Haar wavelets) and to train classifiers that use
them.

In various embodiments, to make face detection more
robust, a number of cues may be used with a boosted classifier
ensemble, such as shape cues and/or stereo disparity cues. For
example, human faces are typically almost elliptical in shape
and the boundaries of the head are very distinctive as they
separate head from background. In some embodiments, this
elliptic shape can be captured with a mask that is determined
by computing image gradients along the contour of the ellip-
tical shape and computing the sum of those gradients. An
elliptic mask, whenused with respect to various portions of an
image, can provide a relatively high level of confidence when
aligned with a face in the image, and the mask position and
shape can be computed relatively efficiently in such a situa-
tion. Gradients can be sampled along the elliptic mask once
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determined, and these gradients can be used as a cue that can
be used with the boosted classifier ensemble for learned face
detection. This cue may be combined with conventional Haar
wavelet based face detection or other such processes, as dis-
cussed and suggested elsewhere herein.

In some embodiments, two or more stereoscopically con-
figured cameras can be used provide depth and/or distance
information (in the form of stereo disparity). The stereo dis-
parities of various features of a face are significantly different
from that of non-faces and/or backgrounds. This stereo dis-
parity reveals a strong signature in the location of the eyes,
nose, mouth and face contour/edge. For example, when
viewed with a sufficiently close distance, the stereo disparity
of'a nose will be greater than the areas around it (i.e., because
the nose is slightly closer to the cameras). Similarly, the stereo
disparity of each eye will be less than the eyebrows above it
since the eyes generally tend to be slightly sunken in (i.e.,
further away from the camera). The stereo disparity of these
and other such features of the face can be used to compute a
stereo disparity signature that can be used as a cue by the
boosted classifier ensemble. Additionally, the stereo disparity
cue can also be combined with the shape cue and the conven-
tional Viola-Jones detection models of the eye, nose and
mouth.

It should be noted that although various examples
described throughout this disclosure refer to a “face”, any
other object or feature of the user may be detected by utilizing
the techniques herein. For example, a user’s entire head, hand
or finger may be detected using the embodiments described
herein.

FIG. 1 illustrates an example 100 of a computing device
being used in the context of face detection, in accordance with
various embodiments. The client computing device 101 is
shown to be a mobile phone, however the computing device
may be any device having a processor, memory and a display,
including but not limited to tablet computers, electronic read-
ers (e-readers), digital music players, laptops, personal digital
assistants (PDAs), personal computers (PCs), or the like. The
computing device 101 may include one or more digital cam-
eras configured to capture an image or a sequence of images.
In at least some embodiments, the computing device 101 is
equipped with a pair of front-facing cameras 102 that are
capable of capturing images of various features of the user
103 as the user is using the device 103. For example, the
image captured by the cameras 102 may contain a represen-
tation of the user’s face, head, hands, fingers, torso, legs or
any other feature within the field of view (FOV) of the cam-
eras 102. Frequently, it is desirable for the computing device
101 to detect when the image contains a representation of a
particular feature, such as a face. For example, in some con-
texts, it is useful for the computing device 101 to track the
user’s face, head or hands in order to determine gestures or
other actions being performed by the user. In other contexts,
it may be useful for the device to detect the user’s face in order
to perform facial recognition to identify the user, control
access to various functions of the device and the like. In all of
these contexts, the initial step is usually to determine whether
afeature of the user (e.g., face) is actually present in an image.
Furthermore, because this face detection is often performed
during a live video stream, it is desirable that the algorithm for
detecting a face be highly efficient such that it can be applied
in real-time or at least near real-time.

FIG. 2 illustrates an example 200 of using the shape of a
face as a cue with face detection, in accordance with various
embodiments. As shown in the illustration, the computing
device 201 may include a front-facing camera 207 capable of
capturing images, as previously described. As mentioned,
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facial detection may be performed using a boosted classifier
ensemble. In various embodiments, in order to train such a
classifier ensemble, a data set of images can be used that have
been previously identified as containing faces. Such a super-
vised learning approach can analyze features of the various
images to attempt to identify features that can accurately
predict or identify corresponding features of faces in other
images. As mentioned, in at least some embodiments these
features can include shape cues and/or disparity cues, among
others discussed herein. A classifier ensemble can analyze
combinations of these features to attempt to find a combina-
tion of features that will have the highest accuracy in identi-
fying a face in an image, which can be used to extract the
portion of the image corresponding to the face from the back-
ground of the image. Examples of ensembles that can be used
include Bayes optimal classifiers, bootstrap aggregators,
stacking ensembles, boosted ensembles, and Bayesian model
averaging ensembles. Boosting involves generating an
ensemble incrementally by training model instances to place
emphasis on instances that were previously incorrectly clas-
sified. Boosting has shown improved accuracy with respect to
other approaches, but can overly fit the training data in certain
situations.

In various embodiments, when attempting to detect a face
within an image, at first, the size of the face is unknown. As
such, a range of different scales can be hypothesized and the
framework can attempt to find the face at one or more of the
different scales. For example, if a face of a particular size or
scale is hypothesized, the framework can take sub-portions
202 of the image (e.g., smaller window within the image) that
correspond to the hypothesized scale. For example, if the size
of the hypothesized face corresponds to a 50x50 pixel sub-
portion of the image (e.g., windows 202, 204), the framework
can begin by first analyzing the first upper-left corner 50x50
pixel sub-portion of the image 202 and to test the sub-portion
202 for the presence of a face. If a face is not detected, the
sub-image can be shifted by one pixel along the column
(keeping rows the same) and analyze that shifted sub-image.
It will be apparent to one of ordinary skill in the art that the
starting position and direction in which the sub-portion is
shifted can easily be changed. For example, in alternative
embodiments, the framework may first begin the bottom right
corner of the screen, or may shift the sub-image along the
rows while keeping the columns the same and so on.

In various embodiments, the sub-portion of the image 202
can be the minimum bounding rectangle that can be drawn
around the elliptical shape 203 of the face, defining an ellip-
tical mask as discussed elsewhere herein. Because of this
bounding rectangle, elliptical shape’s 203 semi-major and
semi-minor axes can be defined. Based on these axes, the
elliptical shape is defined. Once the elliptical shape 203 is
defined, it may be made more robust because faces are not
perfectly elliptical. For example to account for the slight
variation of the face with respect, to a perfect ellipse, the
elliptical shape 203 can be made multiple pixels wide (i.e.,
not just single pixel).

Once the elliptical shape 203 is defined, the contour of the
elliptical shape 203 within the rectangle 202 is analyzed to
determine if there are several strong image gradients along
the edges of the elliptical shape 203. An image gradient, in at
least some embodiments, can indicate, or correspond to, a
directional change in intensity, color, or pixel values in an
image, and thus can be used to extract information about
variations in the images. The image gradient can be calculated
over a determined range of pixels in the image, as may be
determined based upon factors such as resolution, size of the
elliptical shape, color depth, and other such factors. The gra-
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dient in at least some embodiments can be calculated by
determining a change in values over a given region, such as
may correspond to a dominant change direction over that
region, and then using the amount of the change over the
determined number of pixels in the dominant direction to
calculate the vector. Gradients over the region that provide
information about dominant change directions can be com-
pared and/or aggregated to provide cues that are indicative of
a human face. For example, in various embodiments, to
attempt to detect the presence of a face in an image, a sum of
the gradients along the contour of the defined elliptical shape
203 can be computed. If the sum is at least as great as a
determined a threshold value, it can be assumed that the
object corresponds to a face. Alternatively, the elliptical shape
203 can be subdivided into a number of quadrants (e.g., four
quadrants) and the framework may use the image gradients of
each quadrant. For example, a face can be detected if three out
of four quadrants have gradients with values that indicate the
local change is at least as strong as a determined threshold
value. The threshold values can be learned during the training
phase discussed above, wherein images known to contain
faces are analyzed and features or other such values extracted
for analysis and training of the ensemble. For example, if
multiple images are available which have been identified as
containing a face, the framework can determine threshold
values that are appropriate for each of those faces, and then
determine a set or range of appropriate threshold values for
analyzing subsequent images, in at least some embodiments.
In this manner, the framework can analyze the image gradi-
ents along the contour of the elliptical shape 203 to detect
when the sub-portion 202 of the image contains a face.

As previously described, once the first sub-portion 202 of
the image has been analyzed, the window may be shifted by
one (or more) pixels and the next sub-portion of the image can
be analyzed to attempt to detect the presence of a face utiliz-
ing the elliptical shape 203. The sub-portion (i.e., window)
can continue being shifted along the column (e.g., x axis)
until the end of the image has been reached and then the
sub-portion may be shifted along the row (e.g., y axis) and the
image can continue to be analyzed. As discussed above, if a
sub-portion of the image matches the elliptical shape with a
sufficient level of confidence, it can be determined that a face
is likely present in the image. When the presence of'a face 206
is detected within a sub-portion of the image, such as sub-
portion 204, the computing device can display a rectangle
around the face or perform any other computation based on
the location of the face.

As previously described, in addition to (or instead of) ellip-
tical shape cues, stereo disparity information may be utilized
for face detection if the computing device is equipped with at
least two cameras that have been configured for stereo image
processing. The figures illustrate some general examples of
front-facing cameras configured for stereo imaging and ana-
lyzing the image data captured by such cameras to computes
stereo disparities.

For example, FIG. 3 illustrates a situation 300 where a pair
of front-facing cameras 304, 306 of a computing device 302
is capturing image information over respective fields of
views. It should be understood that the fields of view are
presented for simplicity of explanation, and that cameras of
actual devices can have larger fields of view and smaller dead
zones. Further, the cameras on a device might be significantly
closer to each other, which can also reduce the size of the dead
zones.

In this example, it can be seen that both camera fields of
view overlap ata zone 308 or region that is a distance from the
device 302. Any object (e.g., user’s face or other feature) that
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is located within the overlap zone 308 would be seen by both
cameras 304, 306 and therefore can have disparity informa-
tion determined for the object. Using conventional stereo
imaging approaches, anything closer to the device than this
overlap zone 308 may not be able to have disparity informa-
tion determined, as the object would be seen by at most one of
the cameras. In other words, an object in a zone 314 close to
the device and between the cameras 304, 306 may not be seen
by either camera and thus may not be included in the disparity
information. However, in various embodiments, because the
user’s face is large enough and is usually located at a suffi-
cient distance away from the computing device, it would be
infrequent for none of the user’s features to be present within
the overlap zone 308. Even in such cases, the disparity infor-
mation for zone 314 may be estimated based on previous
measurements and/or motion tracking, for example. There
may also be two zones 310, 312 where an object can only be
seen by one of the cameras 304, 306. Again, while disparity
information cannot be calculated for items that are located
solely in either of these zones, it would be highly unusual for
none of the user’s features to be present in the overlap zone
308. As discussed, the effect of these zones 310, 312
decreases with distance, such that past a certain distance the
fields of view of the cameras substantially overlap.

Systems and methods in accordance with various embodi-
ments can take advantage of the relationship between dispar-
ity and distance to determine the distance and depth informa-
tion. For example, FIGS. 4(a) and 4(5) illustrate images 400,
420 that could be captured using a pair of front-facing stereo
cameras embedded in a computing device. In various embodi-
ments, the pair of front-facing cameras may capture the
images simultaneously or substantially simultaneously and
therefore would include matching points of interest in their
respective images. For example, the user’s finger, nose, eyes,
eyebrows, lips or other feature points may be identified by the
computing device in both images by using any one of the
feature detection algorithms mentioned above. FIG. 4(c)
illustrates an example combination image 440 showing the
relative position of various objects in the captured images
400, 420. As illustrated, objects closest to the camera, such as
the user’s hand, have the greatest amount of disparity, or
horizontal offset between images. Objects farther away from
the device, such as a painting on the wall, have very small
amounts of disparity. Objects between these two areas will
have intermediate amounts of disparity based upon the rela-
tive distance of those objects from the cameras. It should be
understood that words such as “horizontal” are used for pur-
poses of simplicity of explanation and should not be inter-
preted to require a specific orientation unless otherwise
stated, as devices can be used in any orientation and cameras
or sensors can be placed at various locations on a device as
appropriate.

FIG. 5 illustrates an example plot 500 showing a relation-
ship of disparity with distance. As illustrated, the amount of
disparity is inversely proportional to the distance from the
cameras, such that there can be significantly more levels of
disparity in the near camera field (e.g., 0-1 m) than in the far
field (e.g., 1 m-infinity). Further, the decrease is not linear but
decreases more quickly near the device than at a distance, as
objects in the distance can have little to no disparity regardless
of whether they are twenty feet away or a mile away. An
approach in accordance with various embodiments can deter-
mine the distance between a user’s feature and the camera
based on the amount of stereo disparity between the two
images captured by the pair of front-facing cameras. For
example, a user’s face looking at a smart phone might typi-
cally be located within 50 centimeters from the device. By
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examining the disparity relationship curve 500 or relation-
ship, the computing device (or an application or user of the
device) can determine that the amount of disparity at fifty
centimeters for the configuration parameters of the current
device (e.g., camera resolution, camera separation, field of
view, etc.) is twenty five pixels of separation between images.
Using this information, the device can analyze matching fea-
ture points (e.g., nose, eyes, etc.) in the stereo images, and
estimate the distance between those feature points and the
computing device. For example, the amount of disparity, D, at
a given distance, d, can be represented by the relationship:

where f'is the focal length of each of the matched cameras
and B is the baseline, or distance between the viewpoints of
the cameras based at least in part upon their relative positions
and separation. In this example, if the focal length of a VGA
camera is four hundred pixels and the baseline is five centi-
meters, for a distance of one meter the disparity would be
twenty pixels. Based on relationships such as this one, the
computing device may be able to determine the distance
between the user’s feature points and the camera.

FIG. 6 illustrates an example 600 of using stereo disparity
information as a cue for performing face detection, in accor-
dance with various embodiments. As previously described,
the classifier ensemble can be trained by using examples of
images that are known to contain one or more faces. In some
embodiments, these example images each contain a corre-
sponding stereo disparity image (i.e., image captured by
another camera that has been configured for stereoscopic
imaging, as previously described with reference to FIGS. 3-5.
The image and the stereo disparity image both contain a
representation of the same object, such as a face, but with a
slight offset on the axis along which the cameras are aligned
that is caused by the distance between the two cameras. This
offset (i.e., stereo disparity) becomes smaller and smaller as
the object gets farther and farther away from the camera, such
that at far distances, the stereo disparity becomes almost 0. At
close distances to the camera, however, the stereo disparity
can be measured and is representative of depth and/or dis-
tance information of each object or feature in the images.

In various embodiments, image intensity cues can be com-
bined with stereo disparity cues to enable a more robust face
detection. This can be performed by generating a stereo dis-
parity signature of a face based on the combination of stereo
disparities of various features of the face. For example, in
general, the stereo disparity of the nose 602 of a face will be
slightly greater than the stereo disparity of the areas around
the nose 603 because the nose is slightly closer to the camera
than other areas of the face. Similarly, the stereo disparity of
the eye 604 is generally smaller than the stereo disparity of the
eyebrow 605 or other areas around the eyes because the eyes
tend to be slightly sunken in and thus farther away from the
camera. Based on these differences in disparity, a stereo dis-
parity signature of a face can be determined and used as a cue
to aid with face detection. In some embodiments, the stereo
disparity cues can be combined with conventional face detec-
tion models, such as the Viola-Jones framework.

In one embodiment, the face and stereo disparity cues can
be combined in the following manner. First, a portion of each
image containing the face is extracted from the image. Simi-
larly, a corresponding portion of the stereo image containing
the face can also be extracted. Extracting the image may
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simply be performed by determining the portion of the image.
Alternatively, the image may be cropped or otherwise ana-
lyzed to extract the portion containing the face.

Once the portions of the images containing faces have been
extracted, the portion of the image containing the face can be
normalized. Normalizing involves adjusting values of pixels
to a common scale, as different images might use different
contrast and brightness settings, color scales, etc. In at least
some embodiments, this can involve determining the mean
pixel value for each image, and then subtracting that mean
pixel value from the value of each pixel in the respective
image. In this way, each image has its mean pixel value
adjusted to 0. The standard deviation of each image can be
determined, and then the pixel values of each image can be
divided by the standard deviation as well, such that the values
of each image are on a common scale as well. In various
embodiments, the same operation may be performed on the
corresponding stereo disparity image. Various other
approaches to parametric normalization can be used as well
within the scope of the various embodiments.

Once the image portions have been normalized, the nor-

malized portion can be converted into a vector that numeri-
cally represents the portion of the image. Converting may be
performed by raster scanning the rows of each portion and
rearranging the rows as a single long vector. The same opera-
tion can also be performed on the corresponding portion of
the stereo disparity image to produce a corresponding vector.
The image and pixel cues can then be utilized by combining
the vector representing the portion of the image with the
vector representing the corresponding portion of the stereo
image (i.e., “stacking” the normalized image and stereo dis-
parity vectors on top of each other). This form of cue combi-
nation is can provide improvements in distinguishing faces
from backgrounds over using solely image information with-
out the stereo disparity cues.
In various other embodiments, other cues may also be used in
addition to (or instead of) the stereo disparity and the shape
cues described above. For example, color (when available) is
ano